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ABSTRACT: Data mining is an inter disciplinary sub field of computer science. It is the computational 

process of discovering patterns in large data sets ("big data") involving methods at the intersection of artificial 

intelligence, machine learning, statistics, and database systems. The overall goal of the data mining process is to 

extract information from a data set and transform it into an understandable structure for further use. Aside  from 

the raw analysis step, it involves database and data management aspects, data preprocessing, model and 

inference considerations, interestingness metrics, complexity considerations, postprocessing of discovered  

structures, visualization, and online updating. Data mining is the analysis step of the "knowledge  discovery in 

databases" process. 
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1. INTRODUCTION 
Data mining is the process of collecting, searching through, and analysing a large amount of data in a 

database, as to discover patterns or relationships. A series of challenges have emerged in data mining and in that 

one of the major challenges is opinion mining. Opinion mining is the field of study that analyses the people 

opinions, sentiments, appraisals and emotion towards the entities such as products, services. The data mining 

techniques developed recently, several major kinds of data mining methods, including generalization, 

characterization, classification, clustering, association, evolution, pattern matching, data visualization and meta 

rule guided mining, are herein different kinds of databases, including relational, transactional, object oriented, 

spatial and active databases, as well as global information systems, are also examined. Opinion mining, which is 

also called sentiment analysis, involves building a system to collect and categorize opinions about a product. 

Automated opinion mining often uses machine learning, a type of artificial intelligence (AI), to mine text for 

sentiment. Opinion mining can be useful in several ways. It can help marketers evaluate the success of an ad 

campaign or new product launch, determine which versions of a product or service are popular and identify 

which demographics like or dislike particular product features. Mining opinion targets and opinion words from 

online reviews are important tasks for fine grained opinion mining, the key component of which involves 

detecting opinion relations among words. Writing comments about news articles, blogs, or reviews have become 

a popular activity in social media. Analyzing review comments is important because reviews only tell the 

experiences and evaluations of reviewers about the reviewed products or services. Comments, on the other hand, 

are readers’ evaluations of reviews, their questions and concerns. Clearly, the information in comments is 

valuable for both future readers and brands. Main objective is to gathering the opinion about the products from 

the online review websites. The emergence of user generated content via social media had an undeniable impact 

on the commercial environment. In fact, social media has shifted the content publishing from business towards 

the customer. With the rapid expansion of ecommerce, more and more products are sold on the web, and more 

and more people are buying products online. It has become a common practice for online merchants to ask their 

customers to share their opinions and hand son experiences on products they have purchased. Unfortunately, 

reading through all customer reviews is difficult, especially for popular items, the number of reviews can be up 

to hundreds or even thousands. 
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II.LITERATURE REVIEW: 
Bing Liu [1] proposed the paper Mining and Summarizing Customer Reviews. In this research, we aim 

to mine and to summarize all the customer reviews of a product. This summarization task is different from 

traditional text summarization because we only mine the features of the product on which the customers have 

expressed their opinions and whether the opinions are positive or negative. We do not summarize the reviews by 

selecting a subset or rewrite some of the original sentences from the reviews to capture the main points as in the 

classic text summarization. Our task is performed in three steps: (1) mining product features that have been 

commented on by customers; (2) identifying opinion sentences in each review and deciding whether each 

opinion sentence is positive or negative; (3) summarizing the results. This paper proposes several novel 

techniques to perform these tasks. Our experimental results using reviews of a number of products sold online 

demonstrate the effectiveness of the techniques.  

Cross Domain Co Extraction of Sentiment and Topic Lexicons by Qiang Yang [2]. In this paper, a 

Relational Adaptive bootstrapping (RAP) Algorithm is there. Here it is extracting the sentiment word from the 

text and generating the seed. This model precisely generates only the seed word (opinion target). 

 Lei Zhangand Bing Liu[3] proposed the paper Extracting and Ranking Product Features in Opinion 

Documents. This paper focuses on mining features. Double propagation is a state of the art technique for solving 

the problem. It works well for medium size corpora. However, for large and small corpora, it can result in low 

precision and low recall. To deal with these two problems, two improvements based on part whole and “no” 

patterns are introduced to increase the recall. Then feature ranking is applied to the extracted feature candidates 

to improve the precision of the top ranked candidates. We rank feature candidates by feature importance which 

is determined by two factors: feature relevance and feature frequency. The problem is formulated as a bipartite 

graph and the well known web page ranking algorithm HITS is used to find important features and rank them 

high. Experiments on diverse real life datasets show promising results.   

K. Liu, L. Xu, and J. Zhao[4] proposed the paper Opinion target extraction using word based 

translation model. Here it is extracting opinion targets in document level from the reviews. In this method it 

precisely mine only the opinion targets.  

G. Qiu, L. Bing, J[5] proposed the paper Opinion Word Expansion and Target Extraction through 

Double Propagation . This paper is based on bootstrapping. We call it double propagation as it propagates 

information between opinion words and targets. A key advantage of the proposed method is that it only needs an 

initial opinion lexicon to start the bootstrapping process. Thus, the method is semi supervised due to the use of 

opinion word seeds. In evaluation, we compare the proposed method with several state of the art methods using 

a standard product review test collection. The results show that our approach outperforms these existing 

methods significantly. User authentication among them requires a high guaranteed security since all protections 

rely on the mechanism. As such in recent years biometric technologies are becoming one of the key foundations 

of a wide range of secure identification and personal verification solutions. 

 Ivan Titovin [6] proposed A Joint Model of Text and Aspect Ratings for Sentiment Summarization in 

this paper a statistical model which is able to discover corresponding topics in text and extract textual evidence 

from reviews supporting each of these aspect ratings. In this paper the goal is to find the set of relevant aspects 
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for a rated entity and extract all textual mentions that are associated with each. Here presented a joint model of 

text and aspect ratings for extracting text to be displayed in sentiment summaries.  

Wei Jin [7] proposed the paper A Novel Lexicalized HMM based Learning Framework for Web 

Opinion Mining. In this paper, mine customer reviews of a product and extract highly specific product related 

entities on which reviewers express their opinions. Opinion expressions and sentences are also identified and 

opinion orientations for each recognized product entity are classified as positive or negative.  

Z. Liu, X. Chen[8] have proposed a Word trigger method (WTM) to suggest tags according to the text 

description of a resource. Here By considering both the description and tags of a given resource as summaries. 

And this method provides the WTM model for summarizing the tags and description of the text. 

 F. Li, C. Han, M. Huang[9] proposed Structure Aware Review Mining and Summarization. Here The 

process of summarizing the review based on document level extraction and extracts positive opinions, negative 

opinions and object features for review sentences and model based on document level extraction. The linguistic 

structure can be naturally integrated into model representation. Besides linear chain structure, in this also 

investigate conjunction structure and syntactic tree structure.  

Tengfei Ma, Xiaojun Wan[10] proposed Opinion Target Extraction in Chinese News Comments. The 

main objective is extracting explicit and implicit opinion targets from news comments. In this paper It extracts 

the implicit and explicit opinion targets. 

 Qi  Zhang[11] proposed Mining Product Reviews Based on Shallow Dependency Parsing. In this 

paper it mines reviews by identifying product features, expressions of opinions and relations between them. 

Managers and researchers acknowledge that product quality is highly correlated to several outcome variables 

such as market share and stock valuation. However, product quality and its dimensions are difficult to assess 

objectively. One solution is to mine the World Wide Web with its ever increasing repository of product reviews 

generated by consumers, experts, and rating agencies. In this paper it focus mainly on (1) constructing a shallow 

dependency tree based on shallow phrase structure parsing and dependency parsing; (2) Extracting candidate 

product features and candidate opinion expressions; (3) Extracting relations between product features and 

opinion expressions. 

 

III. CONCLUSION 
  Opinion Relation Graph to model all candidates and the detected opinion relations among them, along 

with a graph coranking algorithm to estimate the confidence of each candidate. The items with higher ranks are 

extracted out. Complex product entities and opinion expressions as well as infrequently mentioned entities can 

be effectively and efficiently identified, which was under analyzed or ignored by previously proposed methods. 

A novel bootstrapping approach is employed to handle situations in which collecting a large training set could 

be expensive and difficult to accomplish. Due to the high usage of internet, the extraction of huge volume of 

reviews about a product from the online websites to clarify the users taught is increasing day by day. To 

overcome this problem, the extraction of words and targets and providing relation among these words are 

followed. 
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